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Value-Driven ERM: Making ERM  
an Engine for Simultaneous Value  
Creation and Value Protection

Abstract

Enterprise Risk Management (ERM) began as an effort 
to integrate the historically disparate “silos” of risk 
management in organizations. More recently, as recogni-
tion has grown of the need to cover the “upside” risks in  
value creation (financial and otherwise), organizations 
and practitioners have been searching for the means to  
do this. Existing tools (such as heat maps and risk registers)  
are not adequate for this task. Instead, a conceptually 
new “value-driven” framework is needed to realize the  
promise of enterprise-wide coverage of all risks: both for  
value protection and for value creation. The methodology  
of decision analysis provides the means of capturing  
systemic, correlated, and value-creation risks on the  
same basis as value protection risks, and has been 
integrated into the value-driven approach to ERM 
described in this paper. Stanford Hospital and Clinics  
Risk Consulting and Strategic Decisions Group have  
been working to apply this value-driven ERM at Stanford 
University Medical Center. 

Introduction

Many organizations recognize the need for ERM and 
many have programs in place. But, as organizations 
proceed with implementing one of the many varieties of  
ERM on offer, persistent questions keep arising. How 
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to handle positive opportunities in addition to negative  
risks? How to link ERM to strategic planning and corporate 
development efforts? How can we be assured that the 
risk management being put in place will actually work?

In healthcare, these questions are joined by another 
daunting array. How do we apply ERM principles to the 
many risk programs competing for funding and head 
count, be they Employee Safety Programs, Clinical Risk,  
Governmental Mandates, Patient Safety and Quality, 
and so on? How do we integrate ERM into how we 
actually manage and run the organization? And, perhaps  
the biggest question of all: how should we respond to 
the major changes coming from healthcare reform—
many of which are not yet clear and are in the process of  
being defined? These challenges are further compounded  
by changing demographics (aging population, increasing  
metabolic syndrome) so getting one’s arms around all 
the risk and uncertainty seems a Herculean task. 

Stanford Hospital and Clinics Risk Consulting, in  
conjunction with Stanford University, Stanford University  
Medical Center, and Strategic Decisions Group have 
been working to apply tested and proven risk manage-
ment methodology developed over the past 40 years  
to healthcare. To distinguish these methods from other  
approaches to ERM, we call it “Value-Driven ERM.” 

To understand why a value-driven approach to ERM 
is becoming a new standard for managing risks and 
meeting these challenges, we will first briefly recount 
the history of ERM, then show how a value-driven 
approach readily meets the challenges that current  
approaches to ERM may find so daunting. 
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ERM: Where It’s Been and Where It Is Today

A few decades ago, “Enterprise Risk Management” was 
not on management’s radar. Nonetheless, there were 
many risk management programs in place to handle 
specific types of risk: 

•	 Health & safety, which worked in conjunction with  
	 OSHA compliance;

•	 Fire safety, which worked with fire insurers;

•	 Audit & compliance, which worked with financial  
	 controls and accounting auditing procedures;

•	 Medical malpractice and claims management;

•	 Regulatory compliance;

•	 Programs aimed at specific areas of healthcare  
	 risk management, such as procedures for operating  
	 room sterility and for managing and dispensing  
	 medications.

These areas of risk management tended to operate in 
isolation from one another; they were unconnected  
“silos” of risk management. Figure 1 shows these his-
torical silos of risk management.

The first step in the development of ERM was simply 
to re-label all the existing isolated risk management  
practices as “ERM.” Unfortunately, unlike when changing 
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Figure 1: Historic silos of risk management

Figure 2: Basic steps for ERM

a drug label, no demonstration of therapeutic effect 
was required to change the label. As one might expect, 
the many purveyors of the “re-labeled” varieties of 
ERM tend to focus heavily on the area they previously 
provided services in: accounting firms tend to focus on  

audit and compliance, insurance brokers tend to focus  
on insurable risk and selling insurance, and so forth. 

The second step in ERM’s development was to recognize 
that there were gaps in coverage of risks, and to attempt  
to fill in those gaps to achieve enterprise-wide coverage  
of risks. To do this, people early on recognized the 
need for a process for risk management. The required 
steps were not too hard to recognize and there is general 
agreement on what they are:
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Figure 3: Sample framework for eliciting and 
classifying risks

1.	 Figure out what the risks are; also called risk 
	 identification.

2.	 Come up with some attributes for the risks that  
	 describe their possible effects and allow one to  
	 rank them. This is now referred to as risk assessment  
	 and evaluation or something similar. 

3.	 Draw up plans for mitigating the most important risks.

4.	 Monitor your risk mitigation plans for how well  
	 they are working. 

These basic steps for ERM are illustrated in Figure 2.
Of course, key to any process is how one actually 
executes each step. In particular, how does one identify 
the risks? And how to assess and evaluate them. The 
first tools developed were frameworks for identifying 
risks, heat maps for assessing and evaluating them, and 
risk registers to show the top risks being mitigated. 

There are many frameworks for getting people thinking 
about all the potential risks an organization faces. One 
sample framework for eliciting and classifying risks is 
shown in Figure 3. 

Initial efforts to rank the relative importance of various 
risks for the risk register simply by ordering them were 
not satisfactory. Risk tended to be ranked according to 
who voiced the strongest opinions or was most senior 
in the room. In addition, the perceived importance of 
risk tends to be heavily swayed by what is already in the  
news — instead of what may be coming in the near or 
distant future. Two years ago risk registers and mitigation  
plans were fixated on how to deal with an avian flu 
pandemic (which never happened!). Today, dealing 
with an economic meltdown (which already has happened!)  
is on the top of most lists. 

Heat maps were developed to try to lend some discipline  
to the ranking of risks. The simple heat maps first  
developed attempted to categorize risks according to  
their likelihood and impact. A simple heat map is 
shown in Figure 4. 

The two axes will typically have some sort of text 
descriptions associated with them, with likelihood 
ranging from “almost never” to “almost certain” and 
impact ranging from “insignificant” to “critical.”  
Identified risks are then ranked by placing them some-
where on the heat map.

Once the risks have been ranked, they go on the risk 
register in order of priority. The prioritized risk register 
then serves as a launching point for developing mitiga-
tion plans for key risks. 

Most implementations of ERM today include the 
“traditional” areas of risk management (the historic “silos”),  
a process description, a risk register and heat map.  
Unfortunately, this is not enough to deal with all the 
risks an enterprise faces. 

Why a Value-Driven Approach to ERM  
Is Required

Many organizations and ERM practitioners are coming 
to realize that they are still missing a major portion of 
the puzzle: the “upside” of risk. How do they deal with 
the uncertainty around the value creation opportunities  
an organization has? For healthcare, increasing patient 
and employee satisfaction, reducing costs and increasing  
revenues are all upside opportunities. How does ERM 
deal with these?
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Figure 4: Simple heat map

In most organizations, the answer is: it doesn’t. The 
corporate strategy and development people have respon-
sibility for growing the value the organization creates for  
all its stakeholders (staff, patients, physicians, community,  
and shareholders or trustees). The people responsible 
for building future success are distinct from those dealing 
in health and safety, audit, compliance, risk management,  
insurance, etc. 

Let’s be clear: all the “traditional” risk management 
functions are absolutely still required. We sometimes 
call them “good hygiene.” But brushing and flossing 
and wearing sunscreen will not help you manage 
your career. Something more is needed. 

Pioneering healthcare risk managers are likewise looking  
for how to apply risk management to increasing value—
not just managing downside risks from possible bad 
events. Value-driven ERM offers a proven way to do this. 

There are four major pieces to implementing a value-
driven approach to ERM:

1.	 Take a top-down, value-driven perspective.

2.	 Focus heat maps on event risks.

3.	 Implement decision analysis for dealing with  

	 systemic or correlated risks, and for value creation  
	 uncertainties and opportunities.

4.	 Implement a Quantified Risk Appetite (QRA). 

Taking a Top-Down,  
Value-Driven Perspective

A value-driven approach to ERM starts with a basic 
question: what is the enterprise worth? That begs  
another question: to whom? Effective value-driven ERM 
must include all perspectives on a firm’s risk and value, 
as illustrated in Figure 5.

At the top, the board of directors is charged with  
managing the intrinsic value of the organization  
produced by its operations. For public companies, 
the expectations and guidance provided by the firm 
guide its market value. For governmental agencies, we 
substitute the stakeholder groups for the market value: 
regulators, customers, employees, community, etc.

The operating business units manage the current value-
producing activities of the enterprise, and within them 
reside the uncertain drivers of value which we are after. 
Corporate risk management is typically charged with 
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Figure 5: Perspectives and Components of an Enterprise’s Risk and Value

protecting against low-probability, high-impact events 
(fire, flood, insolvency, regulatory penalties, etc.). 
Corporate development is responsible for the initiatives  
that allow the enterprise to continue developing 
value in the future. 

When we look at all the areas of risk and value-creation 
in an organization, it becomes clear that the answer 
to the question “what is the enterprise worth?” is itself 
uncertain. The answer depends on what is happening 
today and future uncertainties (both risks and value 
creation). Treating upside uncertainties and downside 
risks in the same manner allows a unifying perspective: 
what we are after is the total uncertainty in value.  
This can be shown in a probability distribution, as  
illustrated in Figure 6. 

The primary job of the board and CEO, then, is to 
increase the total value (shifting the distribution to the 
right), and to reduce the risk (narrowing the distribution). 

In the extreme low-value situations (the lower left of the 
distribution) where a distressed organization is sliding  
towards insolvency and control is going to creditors, 
the picture of the organization’s value changes  
dramatically as it deals with financial safety risk. These 
relationships are shown in Figure 7.
 
When we look at the total uncertainty in value this way,  
it becomes apparent that managing the downside risks 
and upside value creation uncertainties falls into different  
functional areas of the organization, as illustrated in 
Figure 8. 

Adopting a top-down, value-driven perspective allows 
redefinition of the problem of achieving enterprise-wide  
risk management to naturally include upside value  
creation uncertainty along with downside risk protection.  
To implement it, it is helpful to separate the process of 
designing the ERM solutions from operating them on 
an ongoing basis, as illustrated in Figure 9. 
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Figure 6: Uncertainty in total value shown as a 
probability distribution

Figure 7: The primary job of the CEO and the Board is to increase the value, reduce the risk, 
and manage financial safety risk. 

Once an organization has adopted a top-down, value-
driven approach, the major pieces are focusing heat 
maps on isolated event risks, implementing the tools 
need for value-creation opportunities and for systemic or 
correlated risks, and adopting a quantified risk appetite 
(QRA). We turn to these next. 

Focus Heat Maps on Event Risks

With the growing recognition that ERM needs to cover 
the upside of risk to include uncertainty in both value 
protection (the traditional focus) and value creation, 
organizations turned to the main tool at their disposal: 
the heat map. It is common these days to see risks on 
heat maps like “economic risk” or “competition” or 
“healthcare reform.” 

These risks nestle in the ambiguity present in the 
simple heat map shown in Figure 3. Just how “likely” is 
a risk event to occur? And what exactly is the impact? 

To strengthen the use of heat maps, organizations need to:

1.	 Eliminate the ambiguity.

2.	 Treat the systemic risks (like healthcare reform)  
	 using appropriate tools (which are the same as  
	 the ones for value creation uncertainties and  
	 opportunities). 

As a bonus for doing so, organizations will also vastly 
improve their risk mitigation planning. 

Eliminating Ambiguity

One heat map we reviewed (prepared by a major firm) 
had the following labels on the likelihood axis:

•	 Almost certain

•	 Likely

•	 Probable

•	 Unlikely

•	 Almost never
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Figure 8: Uncertainty management requires managers in different functional roles to handle specific 
strategic and operational risks . 

What is the difference between “likely” and “probable”?  
Numerous studies have shown that, when asked to  
assign a range of probabilities to these terms (e.g., 60- 
80% likely) people usually assign very different numbers  
to these terms. This is an exercise we frequently run 
with groups — with all too predictable results. The same 
problem arises when characterizing impact with terms 
like “moderate” and “major.” 

The solution is straightforward: to characterize risks with  
unambiguous numbers instead of vague words. When 
placing risks on a heat map, we ask for two numbers:

•	 The probability that a risk event will occur

•	 The impact of the risk event if it occurs in dollars

This unambiguous form of a heat map is shown in 
Figure 10.

The $100 million figure on the impact scale is for illus-
tration and can be adjusted to suit the scale of the risks 
being evaluated. Using this unambiguous form of the 
heat map solves the vagueness problem in three ways.
First, it removes the ambiguity inherent in using words. 
People may disagree about what “likely” means, but 
60% is 60%—to anyone.

Second, it forces people to think harder about the risk  
they’re examining. Does a risk event have a 40% or 80%  
chance of occurring? Over what time frame? What  
exactly would the impact be if it occurs? How do we 
quantify that? Disagreements in the answers to these 
questions usually lead to major insights into how a 
risk event could play out. 
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Figure 9: ERM solution design and ongoing operation

Better Risk Mitigation Planning

The clarity of using numbers also allows better risk 
mitigation planning. Would a risk mitigation plan 
reduce the probability of occurrence, the impact if the 
event occurs, or both? Suppose the risk of a catastrophic  
fire at a building is thought to be 5% (based on history, 
the age and condition of the building, the activities  
in it, etc.). That works out to one of these fires occurring  
every 20 years. (Does that sound right? Is it too  
high?) Suppose the mean damage estimate if one occurs  
is $20 million (would be higher if we include possible 
loss of life). This works out to an annual risk exposure 
of 0.05 x 20 million = $1 million. A fire insurance 
policy with a $50,000 annual premium to protect against  
this $1 million/year risk exposure sounds like a good deal. 

But we’re not done yet. Suppose it would cost $5 million  
to install an upgraded fire suppression system in the 
building, and that this would reduce the chance of a  
catastrophic fire to 1%. The value of implementing 
this risk mitigation measure to reduce the annual risk 
by 4% is .04 x 20 million = $800,000. It would take  
$5 million ÷ $800,000/year = 6.25 years for this invest-

ment to pay back in reduced risk exposure. Likely this 
payback period can be shortened if we include the 
probable reduction in the annual insurance premium. 

On the other hand, a risk mitigation measure (or “risk 
treatment” as it’s sometimes called) is probably not 
worth undertaking if it’s not evident how it would reduce  
either the probability of occurrence or the impact if 
the risk event occurs.

This kind of clear thinking about event risks and the 
potential mitigation or treatment measures for them 
is impossible until one removes the fog of ambiguity 
from the heat map and risk event characterization. 

Treating Systemic Risks Appropriately

Once the ambiguity in how heat maps are used has 
been removed, it becomes clear what kinds of risk don’t  
belong on them. What is the probability of “economic 
risk” occurring? The question makes no sense. Economic  
risk is out there and manifesting itself in various ways 
every day. The right questions are what are the prospects  
for the economy over the time frame you’re looking at, 
and how could that affect your organization? 
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Figure 10: Unambiguous heat map

A simple test reveals which risks should go onto a heat 
map. Risks should only be displayed on a heat map 
which are:

1.	 Isolated event risks (no systemic risks like the  
	 economy or healthcare reform); and

2.	 Risks which are uncorrelated.

The second point cannot be emphasized enough.  
Risks are often correlated, and the joint effect of one  
risk leading to another often produces magnified 
consequences. A large part of the story behind the  
financial meltdown was missing the correlations.  
Falling housing prices led to higher mortgage default 
rates which led to ratings downgrades and collateral 
calls for the sellers of credit default swaps — and there 
went AIG. 

All other risks (e.g., systemic or correlated risks) need 
to be handled using methods appropriate for those 
kinds of risks. They cannot be characterized with just  
a probability of occurrence and impact if the risk  
event occurs. 

Before delving into those methods, it would be helpful 
to be clear regarding what we mean by probabilities 
and risk. 

Getting Clear on Probabilities,  
Statistics and Risk

“Risk” is defined as “exposure to the chance of injury 
or loss; a hazard or dangerous chance.” Risks are to be 
avoided, and are only taken on as unavoidable possible 
negative side effects of other activities we either really 
want or are required to undertake. A “risky” deal is a 
bad one, and taking on risk is often seen as a matter of  
courage rather than a careful and deliberate consideration  
of all the prospects. 

Trying to redefine “risk” to include the upside attempts 
to plug the value creation gap in ERM, but seems only 
to add to the confusion. 

Rather than trying to change what people mean by “risk,”  
we often find it easier to think in terms of uncertainty. 
The number of patients your facility will treat in 2011  
is uncertain. We could define a range of numbers (maybe  
20% less than 2010 to 30% more) such that everyone  
would agree it is highly likely that reality will fall within  
that range. This serves to define an uncertainty without 
worrying about whether a 30% increase is a “risk” or not. 

In this and our fire example, we have been using 
“probabilities” to describe the likelihood of events. This 
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Figure 11: Some common biases when considering uncertainty

is another source of confusion for people used to  
dealing with probabilities produced by statistical analysis  
of data. Perhaps unfortunately, the word “probability” 
can refer to one or the other of two very different kinds 
of numbers:

•	 Statistical probabilities are calculated with statistical  
	 analysis of data.

•	 Subjective (Bayesian) probabilities refer to the  
	 opinion of a person (or persons) as to the likelihood  
	 of a particular event. These probabilities come  
	 from a person rather than a data set.

Certainly, we want people to consider all the relevant 
data in coming up with their subjective probabilities. 
We just need to be clear that, when using subjective 
probabilities, we are using an unambiguous number 
to represent the opinion of a person rather than words 
like “highly likely” which different people ascribe  
different meanings to. 

People often initially object to subjective probabilities 
with questions like “How do you verify the number?” 
“How do you know it’s the correct number?” A subjective  

probability is correct when it correctly reflects the 
considered opinion of the person it comes from. 

Obtaining a correct subjective probability takes some 
doing. Many papers have been written and a Nobel 
prize awarded to people mapping out how people 
intuitively go awry when thinking about uncertainty. 
Behaviorists have identified over 200 biases in the  
way people think about and judge uncertainty. Some 
of the most common ones are sorted into categories 
and illustrated in Figure 11.

The value in grappling with and using subjective 
probabilities is that they actually work. In decades of 
experience using them, we have seen time and again 
that well-done subjective probabilities do a surprisingly 
good job in mapping out the possibilities for seemingly 
intractably complex and uncertain problems. A real  
example of these methods applied at Stanford University  
Medical Center follows later in this paper. 

Unfortunately, people trained in statistical methods 
have a very hard time wrapping their heads around 
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Figure 12: Appropriate use of subjective and statistical probability methods

Methodology	D escription	A pplications

Subjective Probability  
Assessment

Statistical Data Analysis

Careful use of appropriate methods to assess  
subjective estimates for uncertainties

Uses probabilities to describe the likelihood for  
either discrete events (a fire) or continuous ones  
(the number of patients next year)

Analyze historical data and construct statistical model 
for making projections

Produces probabilities and significance as outputs of 
analysis

Most risks (competitor  
actions, capital project cost 
and schedule, economic 
variables, etc.)

Only appropriate with a 
stable system and statistically 
significant data set

subjective probabilities. They keep looking for a validity
test — the way one can test for statistical significance 
in a clinical or epidemiological study. Unfortunately, 
many risk management decisions are not susceptible  
to statistical analysis. You either do something and  
get an N of 1, or not and N=0. Not much statistical 
significance there. 

For some areas (like life insurance morbidity tables) 
statistical analysis works very well. The key requirements  
for using statistics are (a) a stable system; and (b) a  
representative data set. If either of these conditions isn’t  
met, one needs to use subjective probabilities. These 
considerations are summarized in Figure 12. 

Financial analysts may object that this table omits 
mention of market models for predicting future events: 
implied volatility curves and forward curves and the 
like. Unfortunately, those models only work for the 
periods when the relevant markets are stable and miss 
the sudden shifts markets painfully and frequently tend 
to make. The financial models for predicting default 
rates on subprime mortgages only worked as long as 
housing prices were rising (because borrowers could 
always refinance). When the housing market changed, 
those models proved spectacularly wrong. 

With this background on subjective (Bayesian) prob-
abilities, we are ready to show how they are applied in 
the tools and methods of decision analysis to handle 
systemic or correlated risks — both for value protection 
and value creation.

Decision Analysis for Handling  
Systemic/Correlated Risks — Both for 
Value Protection and Value Creation

The Origins of Decision Analysis

Decision analysis grew out of efforts to address the 
challenges of making high-quality decisions under 
uncertainty. It grew out of the confluence of a number 
of disciplines, as illustrated in Figure 13. 
 
Learnings from a number of disciplines were drawn 
together to address the issues arising in making high- 
quality decisions under uncertainty. Early work in  
Decision Theory contributed the use of probability to 
describe uncertainty and how to structure decisions 
and uncertainties. System Engineering and Dynamics  
and Speed supplied the means for modeling and  
analyzing complex decisions and uncertainties and 
changing dynamics. Cognitive Psychology tackled the 
problem of how to think correctly about uncertainty, 
while Organizational Behavior covered decision-making  
in organizations. Corporate Finance and the Shareholder  
Value Movement contributed financial metrics and 
valuation perspectives. The Quality Movement contrib-
uted notions of how to evaluate whether a decision is 
high quality or not. Seminal work in integrating  
all these threads was done by Dr. Howard Raiffa at  
Harvard University and Dr. Ronald Howard at  
Stanford University. 

Decision analysis has been extensively applied to medical  
decisions and in the public policy arena. Central to its 
approach are identifying, understanding, and quantifying 
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all the factors bearing on the costs and benefits of a 
particular decision. This understanding leads to creation  
of new alternatives for increasing the value. 

Done well, decision analysis produces a robust, trans-
parent, and defensible understanding of the value of 
various alternatives and a means of identifying how to 
increase alternative value. This understanding of how 
specific options create value and the levers for increasing  
value can be communicated directly to decision-makers  
without the details of analysis. 

For these reasons, decision analysis has become the 
standard method in a number of industries (including 
pharmaceuticals) of making investment and program 
decisions, and of evaluating risks. 

The Decision Analysis Approach

Decision analysis applies a “divide and conquer”  
approach to developing a robust understanding of 
what the best course of action is and why. A decision  
is broken down into its component elements, as  
illustrated in Figure 14:
 
Alternatives are what one could do. In this context, 
the decision of interest is deciding whether or not to 

implement a safe patient handling program and how  
to get more value out of the program. 

Information and Beliefs include all the information 
available (historical data) and belief as to what could 
happen for your organization. For Stanford University 
Medical Center (SUMC), this included historical data 
on injuries from moving patients and subjective  
estimates as to how much those injuries could be 
reduced with a safe patient handling program. This 
framework allows for readily updated information  
and analysis as the program is implemented and  
results are tracked. 

Preferences include a time preference for money 
(which determines the discount rate for calculating  
net present value of future cash flows) and a risk  
preference. Unless the potential consequences are  
major relative to the total organization (a criteria taken 
up in more detail later), a quantified risk attitude (QRA) 
need not be applied. 

Logic is captured in the structure of the analysis and, 
if needed, in a model for calculating values in various 
scenarios. Because of the complexity, a simple spread-
sheet model was required for the safe patient handling 
program at SUMC. 

Figure 13: The Origins of Decision Analysis
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Figure 14: The Elements of a Decision

The Decision is what one decides to do: such as whether 
to implement a specific risk treatment or value creation 
program like safe patient handling. 

The Outcome is what then happens. It could be whether  
the risk event occurs, or the results of implementing a 
safe patient handling program. 

A key to assuring robustness in the analysis is using 
subjective Bayesian probabilities to express judgments 
on uncertainties, rather than making a single assumption  
(like on reduction in workers’ compensation). 

For uncertainties which have a limited number of 
distinct possible outcomes (like a catastrophic fire  
occurring or not occurring), we assess the probability 
of each outcome. 

Other uncertainties, like the reduction in staff injuries 
for implementing a safe patient handling program, 
have many possible outcomes. In mathematical terms, 
these are continuous variables as opposed to discrete 
variables like a fire or no fire. For these continuous 
variables, we pose three simple questions to bound the 
range of uncertainty:

•	 What’s a number low enough that there’s only a  
	 10% chance the actual outcome would be lower?

•	 What’s a number high enough that there’s only a  
	 10% chance the actual outcome would be higher?

•	 For what number is there a 50/50 chance that the  
	 actual outcome would be higher or lower?

This framework allows us to define what a good decision  
is: one that’s logically consistent with the alternatives, 
information, and preference one had at the time the 
decision was made. A good outcome is what one hopes 
will happen. 

This framework also assures a transparent, thorough, 
and defensible understanding of what the key issues 
are for a particular decision and the range of possible 
outcomes. 

Robustness is also assured by using an iterative ap-
proach to analyzing a particular decision. At each stage, 
questions may be raised prompting further inquiry. 
This iterative approach is illustrated in Figure 15.

This iterative approach also provides a stopping point. 
When the analysis is the best it can be given the current  
information and provides a clear direction for making 
the decision (be it a new clinic or risk treatment), it is 
time to end that cycle. The inherent uncertainty in the 
prospects is often never resolved: you’ll just know what 
did or didn’t happen. 

Accordingly, the progress of the analysis is not guided 
by eliminating the uncertainty (which is usually not 
possible) but, rather, by completing enough analysis 
to clarify understanding of the uncertainties in the 
decision, the levers for increasing value, and the best 
course of action. The analysis is a tool for conducting 
“thought experiments” to achieve clarity of under-
standing and clarity of action. We sometimes describe 
this as striking a reasonable balance between “extinction  
by instinct” and “paralysis by analysis.”
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Value-Driven ERM Applied to Safe Patient 
Handling

Safe Patient Handling (SPH) programs are an example 
of a value-protection and value-creation activity where 
the total value potential can be better understood, 
managed, and increased using a value-driven approach 
to ERM. Historically, SPH programs have been justified 
solely from a value-protection perspective: reducing 
staff injuries and workers’ compensation claims. In  
applying a value-driven approach at SUMC, we discovered 
this not only missed the largest components of potential  
value, it also didn’t reveal how to get even greater value 
out of the program. 

To achieve these objectives and create the greatest value 
for patients, staff, facilities, and communities, we first 
built a comprehensive understanding of the total costs 
and benefits for an SPH program (downside risk and 
value-creation uncertainties). Second, we used the under-
standing of key value drivers to create new alternatives 
that increased total program value. 

Background

Safe Patient Handling Programs install in facilities a 
variety of means to assist in lifting, turning, and trans-
porting patients. These assists are becoming more  
important as decreasing patient mobility places increasing  
demands on care givers. The benefits of these programs 
include:

•	 Reduced patient falls and the costs associated  
	 with them;

•	 Reduced patient ulcers and treatment costs;

•	 Increased patient satisfaction;

•	 Increased referrals from satisfied patients;

•	 Reduced staff injuries;

Figure 15: The Decision Analysis Cycle

•	 Reduced costs from workers’ compensation and  
	 lost or restricted work days;

•	 Improved worker satisfaction;

•	 Improved worker retention and reduced  
	 turnover costs. 

For some of these benefits, past studies provide data  
on results achieved in facilities that have implemented 
SPH programs. However, for all of these benefits 
(and for the costs, as well), the critical questions are 
determining what the future benefits from implementing  
a program would be in a particular facility, the right 
level of investment, and how to increase total value. 

Because we are dealing with future impacts (and because  
there is uncertainty in those impacts), it was necessary 
to utilize the tools of decision analysis and subjective 
(Bayesian) probability for understanding uncertainty 
in future value and for creating alternatives to increase 
that value.  
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Figure 16: Influence diagram for the total costs and benefits of the SPH program at 
Stanford University Medical Center 

Understanding the Value

The first step in the process is identifying and structuring  
all the factors which need to be considered, including 
the decision(s). These are represented in an influence 
diagram. Below is the diagram developed by SDG/
Stanford Risk Consulting for the SPH program at Stanford 
Hospital and Clinics (SHC). 

Interpreting the influence diagram is straightforward: 

•	 Decisions are indicated by boxes;

•	 The ultimate net value appears in a hexagon;

•	 Uncertainties appear in ovals;

•	 Arrows indicated the relationships between factors.

The influence diagram furnishes a map for creating 
a simple spreadsheet model to calculate the program 
value. In contrast to usual spreadsheet models which are  

only geared to calculating the value in a single scenario 
and perhaps a few alternates, we need a model which 
can calculate the total program value in any possible 
scenario. This is necessary to understand the total 
uncertainty in program value. 

The next step is to create estimates for all the input 
factors. One example is the reduction in staff turnover 
from lower physical job demands. In contrast to tradi-
tional methods using only one number as an estimate, 
we use a range of numbers to express the uncertainty 
in the actual result achieved. Using ranges for inputs 
achieves three purposes:

1.	 We can be highly confident that actual results will  
	 fall within the range assessed.

2.	 It enables quantification of factors which are  
	 difficult to quantify.
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Figure 17: Tornado diagram for the value drivers in Stanford Hospital and Clinics SPH program

3.	 It enables identification of which factors are the 
	 most important drivers for program value.

For example, for the Stanford Hospital and Clinics 
SPH program we assessed a range of 0–2%–20% for 
the reduction in turnover. Calculating the program 
value with each input set to its various values and then 
arranging these from largest value change to smallest 
produces the tornado diagram in Figure 17. 

Surprisingly, the biggest driver for increasing the value 
out of SHC’s SPH program was reduced turnover —
despite SHC already having a very low turnover of only 
2% per year in the affected staff positions. We quantified  
the value of lowering turnover by calculating the 
reduction in training costs for new staff. The training 
cost for a new nurse is a well-studied number and we 
used an average cost of $60,000 to recruit and train a 
new nurse. Similar methods were used to quantify the 
impacts of all the risk factors. 

The key value drivers identified by the tornado diagram  
are candidates for improved estimates, either by 
consulting other experts or by seeking additional data. 

Note that the tornado diagram is the means of showing the key value drivers illustrated in Figure 16. 

Once we are satisfied that the estimates for critical 
inputs are the best we can make given the data available  
now, we can create the probability distribution on  
the total value of the SPH program at SHC (Figure 
18). This probability distribution is one of the pieces 
which add up to the total uncertainty in the value of 
the enterprise. 
 
We usually show probability distribution in this form 
rather than bell curves because they’re easier to read. 
In the worst case scenario, the SPH program adds $2 
million in value (with all the investment costs figured 
in). It could add as much as $12 million in value, and 
the mean (expected value or EV) contribution is about 
$5 million. All these figures are net present values of 
future costs and benefits. 

Because there are many components to the benefits 
of an SPH program, it is helpful to show a breakdown 
of the costs and benefits by category. We can take the 
mean contribution of each component and show how 
they add up to the overall mean value of $5 million as 
shown in Figure 19. 
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Figure 18: Cumulative probability distribution on the value of the SPH program at 
Stanford Hospital and Clinics. 

The ordering of benefits is arbitrary, and they can 
be easily reordered depending on the priorities of the 
decision-makers. If a question comes up as to the  
uncertainty in each value component, we can refer 
back to the tornado chart. 

Increasing the Value

The second and critical part of the process is creating 
new alternatives to increase program value. The com-
prehensive understanding of costs and benefits makes 
this possible. 

For example, for the SPH at SHC, change in employee 
turnover is the single biggest driver of uncertainty in  
program value. Suppose that investing $100K in employee  
communications on the benefits of the program could 
drive reduction in turnover from a base estimate of 2% 
to a 10% reduction. From the tornado diagram, we can 
see that would increase total program value by around 
$1 million—a 10-to-1 return.

In contrast, traditional valuation methods only cover 
cost and benefits that have been verified by extensive 
studies—in this case, workers’ compensation and lost 
and restricted days. This misses much of the total value 

and does not create the understanding for formulating 
new alternatives to increase the program value. 

By applying the tools of decision analysis, we can  
understand and increase the total value potential in  
any program—whether safe patient handling or building  
a new hospital. It easily handles correlated or systemic 
risks, ensuring, for example, that multiple programs 
aiming to reduce turnover or increase patient satisfaction  
produce realistic results when added together. The value- 
driven approach to ERM integrates at a value level the 
various programs in a healthcare facility, the same way 
it integrates the historic silos of risk management. 

Implementing a Quantified  
Risk Appetite (QRA)

The last major piece in implementing a value-driven 
approach to ERM is a quantified risk appetite (QRA). 

As with risk in general, there is a lot confusion today 
about “risk appetite” and how to handle it. The basic 
idea of wanting some way to limit the risks an organi-
zation takes is sound. The problem is how to do that 
consistently and sensibly. 
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Figure 19: Waterfall chart of contributions to value of the SPH program

Figure 20: Potential opportunities for assessing a quantified risk appetite
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What we commonly see today is fairly arbitrary decla-
rations for an organization that it has, for example,  
“a low risk appetite for compliance, health, and safety” 
and a “higher risk appetite for strategic objectives.” 
Probably what this means (it’s from an actual example)  
is that bad events in compliance, health and safety 
have greater negative consequences than missing  
a strategic target. The question is how to put this  
into practice. 

Other organizations set equally arbitrary limits (e.g., 
“we won’t tolerate more than X”) without much under-
standing of why the limit is X rather than X-1 or X+10 
or the value consequence of either. 

What is needed is an approach to risk appetite that  
accurately reflects management’s attitude towards taking  
risk and which can be readily and consistently applied 
to all risk management activities—whether value protec-
tion or value creation or a mix of both. 

Helpfully, the most difficult part of achieving this is 
quantifying the uncertainty in the value of the enterprise  
(the objective of applying heat maps correctly and 
value driver/decision analysis tools). Once this is done, 
applying a quantified risk appetite is very straightforward.  
It can be applied on large, critical programs (like build-
ing a new hospital or buying a hospital system) even  
if the uncertainty in the rest of the enterprise has not 
yet been quantified. 

The key is recognizing that risk appetite can be quanti-
fied by looking at the maximum risk an organization 
(or individual) would consider undertaking as charac-
terized by specific opportunities. 

Taking the board/CEO perspective, would you invest in 
an opportunity with a 50% chance of increasing total 
shareholder value 10%, and a 50% chance of decreasing  
it by 5% (this a .50 chance of X and .50 chance of -X/2 
opportunity). What about increasing shareholder value 
by 100% or decreasing it by 50%? We can arrange a 
series of such opportunities and ask what the largest 
one is the board/CEO would undertake, as illustrated 
in Figure 20. 

The largest possible value for X an organization  
(or individual) would undertake is the quantified risk  
appetite (QRA) as illustrated in Figure 21. 

The QRA plugs into a simple formula which allows 
one to calculate the risk-discounted value of any  
opportunity — the same way a discount rate allows one 
to calculate the net present value of any series of cash 
flows. It works like temperature where the scale is  
arbitrary (water can freeze at 0ºC or 32ºF). As illustrated  
in Figure 22, increasing risk aversion (smaller QRA) 
shows up as a curved line. With risk aversion, negative 
consequences have much greater negative (risk discounted)  
value than with a risk neutral, mean value approach. 
Likewise, big potential payoffs are valued less. 

Figure 21: The largest X is the Quantified Risk Appetite (QRA)
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Figure 22: The QRA shows the degree of risk aversion

The formula (an exponential) converts possible 
outcomes into utility. Then the quantified uncertainty 
(already done!) is used to calculate the expected  
utility, that is then converted back to show what the 
risk discounted value of any opportunity is.

The great strengths of this approach are that it matches 
how people actually view risky prospects and that it 
can be used to consistently calculate a risk discounted 
value for any prospect — whether risk mitigation or 
value creation. Ask yourself: would you take a 50% 
chance of winning $1 or losing 50 cents? How about 
winning $100 or losing $50? Or winning $100,000 versus  
losing $50,000? It’s that simple. 

We have been through this exercise to establish the 
QRA for organizations, but there is an easy shortcut: 
for most organizations, risking between 10% and 25% 
of total shareholder value is about all they’re willing  
to take on. 

One consequence that becomes clear from this 
approach is that, for most of the decisions companies 
make, they don’t need to consider risk appetite at all! 
The possible consequences are too small to require 
taking risk appetite into consideration. It’s only the 
really big opportunities (or risks) where it comes into 
play. Organizations have an immediate opportunity 
to increase value creation by eliminating unnecessarily 
risk averse decisions at lower levels. Typically, managers  
have risk aversion relative to their budgets — or their 
compensation targets. The result is a major value gap, 
as illustrated in Figure 23. 
 

Conclusion

To achieve the entire promise of enterprise-wide risk 
management, organizations need to adopt a value-driven  
approach to ERM. This allows all value-protection 
and value-creation opportunities to be evaluated on the 



21american society for heathcare risk management • monograph

Figure 23: Value gap from inconsistent attitudes towards risk.

same basis, improves risk management, and unlocks 
the value drivers for increasing total value.
 
There are four major pieces to implementing a value-
driven approach to ERM:

1.	 Take a top-down, value-driven perspective

2.	 Focus heat maps on event risks

3.	 Implement decision analysis for dealing with  
	 systemic or correlated risks, and for value creation  
	 uncertainties and opportunities

4.	 Implement a Quantified Risk Appetite (QRA). 

Cost of risk can be reduced, and opportunity-value 
capture increased, using an enterprise value ERM 
perspective. An enterprise’s largest exposure: business  
model risks, becomes everybody’s business. This  
captures the upside of risk by including business model 
risks in the system. 

Cost of risk is reduced by better understanding of the 
drivers of risk, and of the costs and benefits of mitigation 
plans. Cross-functional exposures are uncovered by the 
systematic quantification of uncertainty. 

In addition, existing investment in ERM can be 
leveraged into an accelerated adoption of a value-driven 

approach. Decision-makers than get a clearer picture of 
their business and are thus positioned to manage more 
profitably, more effectively, and with less risk. 

This approach solves the problems we commonly see 
in ERM implementations:

•	 Backwards-looking methodology for future risks 
	 -	 Actuarial methods 
	 -	 Not considering systematic shifts (not “normal  
		  times”) — major discontinuities can be normal

•	 Ad hoc approach to risk attitude

•	 Bogging down in an extensive risk inventory 
	 -	 Lack of a value-driven perspective: everything  
		  is important

•	 Focus on event risk and missing value drivers

•	 Missing interconnectedness

•	 Failure to account for psychological distortions in  
	 risk judgment

•	 Focus on only the downside  
	 (i.e., risk is a four-letter word)

•	 Compliance mentality
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